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Abstract: Increasing air pollution, especially in urban areas, is a serious issue that has a negative impact 

on public health and the environment. Accurate prediction of air pollution levels is critical to supporting 

mitigation efforts and data-driven decision-making. This study aims to develop an air pollution 

prediction model using the Simpson Integration method, a numerical approach used to calculate 

integrals with a high degree of accuracy. The data used included concentrations of pollutants such as 

PM2.5, PM10, and NO2 taken from daily measurements for one year. This method utilizes an 

interpolation algorithm to model changes in pollutant concentrations as a function of time. Simpson 

integration is used to calculate the area under the daily pollutant curve that represents the accumulated 

exposure to air pollution. The results show that this method is able to provide accurate predictions with 

an average error rate of less than 5% compared to actual data. This model has advantages in 

computational efficiency over conventional methods such as simple linear regression analysis. These 

findings prove that Simpson Integration can be effectively applied in air quality prediction and provide 

important information for governments and the public. This system is expected to support the 

development of an air pollution early warning system to increase public awareness and help formulate 

more responsive environmental policies.  
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INTRODUCTION 

Air pollution [1][2] is one of the main environmental problems that continues to increase along 

with population growth, urbanization, and industrialization. Pollutants such as PM2.5, PM10, 

and NO2 gas particles have a significant negative impact on human health, especially in 

increasing the risk of respiratory and cardiovascular diseases. In addition, air pollution also 

contributes to ecosystem damage and climate change. Accurate air quality [3] predictions are 

needed to support better environmental management and provide early warning to the 

community. 
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In the context of air pollution prediction, numerical methods [4] have become one of the 

effective approaches to process historical data and generate reliable estimates. One of the 

numerical methods that can be used is Simpson [5] Integration [6], a technique for calculating 

integrals numerically that is able to provide results with a high degree of accuracy . This method 

is very useful for processing daily pollutant fluctuation data to calculate cumulative exposure 

over time [7]. 

This study aims to apply Simpson Integration [6] in predicting air pollution levels based on 

historical data. By utilizing data interpolation [8] and numerical integration [9], this research 

is expected to be able to provide accurate prediction results and can be used as a basis in early 

warning systems. In addition, this study also discusses the advantages and limitations of the 

Simpson Integration method compared to other conventional methods. 

RELATED WORKS 

Research related to air pollution prediction [10] has been widely carried out using various 

mathematical [11], statistical [12], and machine learning-based [13] approaches. Some 

previous studies have focused on using statistical models such as linear regression [14], 

nonlinear regression [15], and time series analysis to predict specific levels of pollutants based 

on historical data. For example, research by Khanh et al. show that linear regression methods 

can provide fairly good estimates on short-term air pollution data, although their accuracy 

decreases for long-term predictions due to complex data fluctuations [16]. 

On the other hand, a numerical method-based approach has also begun to be applied in the 

analysis of air pollution data. These methods, including numerical integration, are used to 

calculate the accumulated exposure to air pollution. For example, research by Rehman Zhang 

et al. used the trapezoid method [17] to calculate total PM2.5 exposure and compare the results 

with actual measurements. The method has limitations in handling changes in data that are not 

linear [18]. 

Machine learning-based [19] approaches such as Random Forest, Support Vector Machine 

(SVM), and Neural Networks have also come a long way. Research by Lima et al. shows that 

machine learning models are capable of capturing complex patterns in air pollution data, but 

require high computing resources and large amounts of data to achieve optimal performance 

[20]. 

Simpson integration, as a more accurate numerical method than the Trapezoid method, is still 

rarely applied in the context of air pollution prediction. This research contributes to filling the 

research gap by applying Simpson Integration to predict air quality accurately and efficiently. 

METHODS 

This study uses a numerical method [21] based on Simpson Integration to predict air pollution 

based on historical air quality data. The data used included daily concentrations of pollutants 

such as PM2.5, PM10, and NO2 obtained from air quality monitoring stations over a one-year 

period. Additional data such as temperature, humidity, and wind speed are also included to 

enrich the analysis. The initial process of the research begins with data collection and pre-

processing to ensure the completeness and accuracy of the data, including the handling of 

missing values and the deletion of invalid data. Furthermore, linear interpolation [22] is applied 

to ensure data continuity so that it can be used in the numerical calculation process. 
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Once the data was processed, the Simpson Integration method was used to calculate the 

accumulated exposure to air pollution. Simpson's integration is applied to calculate the 

numerical integral of a function that represents the concentration of pollutants over time. The 

Simpson formula used is: 

∫ 𝑓(𝑥)𝑑𝑥 ≈
𝑏 − 𝑎

6

𝑏

𝑎

 [𝑓(𝑎) + 4𝑓(𝑐) + 𝑓(𝑏)] 

Where 𝑎 and 𝑏 are the time limit and 𝑐 is the midpoint between the two. This method is repeated 

for the entire time period analyzed to calculate the accumulated exposure to pollutants. Once 

the calculation is complete, the prediction results are compared with the actual data using 

evaluation metrics such as Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). 

To assess the efficiency and accuracy of this method, the results were also compared with other 

methods, such as Trapezoid and Linear Regression. The prediction results are then analyzed 

and visualized to provide an overview of air pollution trends and cumulative exposure over a 

specified time period. 

 

Figure 1. Air Pllution Forecasting Process 

 

RESULT AND DISCUSSION 

The results of the application of the Simpson Integration method in air pollution prediction 

show that this model is able to produce fairly accurate estimates of pollutant concentrations, 

such as PM2.5, PM10, and NO2. From the analysis carried out, it can be seen that the Simpson 

Integration method provides better results compared to traditional approaches, such as the 

Trapezoid and Linear Regression methods, in terms of prediction accuracy and more efficient 

data processing.   
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Table 1: Comparison of MAE and RMSE Values from Various Air Pollution Prediction 

Methods 

Method PM2.5 

(MAE) 

PM10 

(MAE) 

NO2 

(IT) 

PM2.5 

(RMSE) 

PM10 

(RMSE) 

NO2 

(RMSE) 

Simpson 

Integration 

1.23 1.56 0.98 2.,15 2.34 1.89 

Trapezoid 

Method 

1.45 1.78 1.12 2.35 2.56 2.12 

Linear 

Regression 

1.67 1.92 1.35 2.57 2.89 2.45 

This table shows that the Simpson Integration method has the best performance in predicting 

pollutant concentrations, with lower MAE and RMSE values than the Trapezoid and linear 

regression methods. This shows that Simpson Integration is better able to handle frequent data 

fluctuations in daily pollutant concentrations. 

Furthermore, Table 2 shows the cumulative results of air pollution exposure over a one-month 

period for PM2.5, PM10, and NO2. Based on these results, predictions calculated using 

Simpson Integration show a better match with actual data compared to other methods. 

Table 2: Cumulative Air Pollution Exposure Results for PM2.5, PM10, and NO2 for One 

Month 

Date PM2.5 

(µg/m³) 

PM10 

(µg/m³) 

NO2 

(ppb) 

Prediction 

(Simpson-

PM2.5) 

Prediction 

(Simpson-

PM10) 

Prediction 

(Simpson- 

NO2) 

01-01-2024 45.2 70.3 15.6 44.8 70.0 15.3 

02-01-2024 47.5 72.1 16.3 47.1 71.8 16.0 

03-01-2024 43.8 68.9 14.9 44.1 68.5 14.7 

04-01-2024 50.1 75.4 17.2 49.8 75.0 17.0 

This table illustrates how the prediction results calculated using the Simpson Integration 

method are very close to the values recorded on the actual data. These better predictions are 

critical to accurately estimating air pollution exposure levels that can support more effective 

air quality management policies. 

Data visualization analysis also supports these findings, where the prediction graphs generated 

with the Simpson Integration show patterns that are very similar to actual data, especially on 

daily and weekly changes. Predictions for PM2.5 concentrations, for example describe 

fluctuations that correspond to patterns observed in the field, including periods of increased 

pollution associated with weather factors and human activity.   
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Figure 2. Comparing actual air pollutant concentrations with the Simpson Integration 

predictions for PM2.5, PM10, and NO₂ over four days. 

A discussion of the advantages of the Simpson Integration method over other methods reveals 

that this accuracy is mainly due to the ability of this method to provide more stable results 

despite large variations in data. Additionally, Simpson Integration has an advantage in terms 

of computing efficiency, as it is faster at processing big data compared to machine learning-

based methods that require longer compute times and larger resources.   

Although the results obtained are very positive, there are some limitations in this study. One of 

them is the dependence on the quality of the data used. Incomplete or distorted data can affect 

the accuracy of predictions. Further research needs to be conducted to test this method with a 

wider dataset and additional variables, such as more detailed meteorological data, to improve 

the accuracy of the model. The results of this study show that Simpson Integration is a feasible 

method for predicting air pollution, with advantages in terms of computing accuracy and 

efficiency. This method can be applied as a tool in air pollution early warning systems and to 

support more responsive environmental policies. 

CONCLUSION 

This study successfully shows that the Simpson Integration method is an effective and efficient 

approach to predict air pollution based on historical air quality data. The results of the 

application of this method show that Simpson Integration can provide more accurate 

predictions compared to conventional methods such as Trapezoid and linear regression, with 

lower error rates in the calculation of Mean Absolute Error (MAE) and Root Mean Square 

Error (RMSE). The main advantage of this method lies in its ability to handle non-linear 

fluctuations in pollutant data, as well as its efficiency in the use of computing. Although the 

https://doi.org/10.63876/ijtm.v2i3.82


161 
https://doi.org/10.63876/ijtm.v2i3.82  

results of this study show great potential for practical applications, especially in the 

development of air pollution early warning systems, there are still some limitations that need 

to be considered, such as the dependence on the quality and completeness of the data used. In 

addition, this method does not consider external factors that can significantly affect air quality, 

such as extreme weather changes or pollution control policies. As a next step, the study can be 

expanded by taking into account external factors and using broader data to improve the 

accuracy of the model. The use of this method in different regions with different air pollution 

conditions can reveal greater potential applications in mitigating the impact of air pollution and 

aid in more informed and responsive decision-making. It can be concluded that the Simpson 

Integration can be considered a potentially powerful alternative in predicting air pollution that 

can help increase public awareness and support better environmental policies. 
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