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Abstract: The application of LU decomposition in computer networks has great potential to improve 

system performance, especially in processing and analyzing complex and large-sized data. LU 

decomposition is a technique in linear algebra that breaks down a matrix into two triangular matrices, 

namely the lower (L) and upper (U) matrices, which facilitates the solution of a system of linear 

equations. In the context of computer networks, these algorithms can be applied to accelerate the 

analysis and processing of network traffic data, resource management, and traffic scheduling. Large 

matrices are often used to model networks in applications such as route mapping, bandwidth allocation, 

and network performance monitoring. The use of LU decomposition allows efficiency in handling such 

big data, speeds up calculations and reduces latency time in network information processing. This study 

proposes the application of LU decomposition to optimize several aspects in computer networks, such 

as dynamic routing, network fault detection, and more effective resource allocation. With LU 

decomposition, the process of load analysis and problem identification can be carried out more quickly, 

increasing the throughput and stability of the system. The results of the experiments conducted show 

that the application of LU decomposition can reduce the computational load and accelerate the system's 

response to changes in network conditions. Overall, the application of these methods can contribute to 

improving the efficiency and performance of modern computer networks, especially in the face of 

increasingly high and complex data traffic demands. 
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INTRODUCTION 

The current development of information and communication technology (ICT) has resulted in 

significant changes in the way we interact and manage data [1][2]. Computer networks, as the 

backbone of ICT systems, have a very vital role in providing efficient and reliable 

communication infrastructure [3][2][4]. As the number of users and devices connected in the 

network increases, the need to optimize network performance becomes increasingly important. 
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In this context, various methods and algorithms have been introduced to improve the efficiency 

and effectiveness of network management, one of which is LU decomposition. 

LU decomposition is a technique in linear algebra that is used to break down a matrix into two 

triangular matrices, namely the lower matrix (L) and the upper matrix (U). This method is very 

useful in solving linear equation systems and has a wide range of applications in scientific 

computing, engineering, as well as in the analysis of big data[5]. Basically, LU decomposition 

can be used to speed up calculations in various problems involving matrices, such as those 

often encountered in computer network modeling. In computer networks, data processing often 

involves a large matrix used to describe the relationships between nodes, resource allocation, 

and traffic routing. By utilizing LU decomposition, calculations and analyses that previously 

took a long time can be significantly accelerated [6][7]. 

One of the main challenges in computer networks is managing enormous and dynamic data 

traffic. Constantly growing data traffic, whether from user devices, servers, or applications 

running on the network, requires a system that is able to handle and analyze data quickly and 

accurately [8]. Optimization techniques used in network management play a very important 

role in ensuring that system performance remains optimal even if there is an increase in load 

or disruption in the network [9][10]. Therefore, the application of mathematical methods that 

can improve the efficiency of network data processing, such as LU decomposition, has great 

potential to help improve the performance of computer networks. 

In its implementation, LU decomposition can be applied to various aspects of network 

management, such as dynamic routing, resource allocation, and load analysis [11]. One 

example of the use of LU decomposition is in solving the problem of linear equation systems 

that arise in modeling and calculating traffic flows in computer networks. In complex networks 

with many nodes and connections, the use of LU decomposition methods can solve these 

problems more efficiently, speed up the calculation process, and reduce the use of required 

computing resources [12][13]. 

In addition, LU decomposition can also be used to improve network quality by improving fault 

detection and fault handling. In very large and dynamic networks, errors or interference at a 

single point in the network can lead to an overall performance degradation [14][15]. By 

utilizing LU decomposition, fault detection and correction can be performed faster, reducing 

downtime and increasing system availability. This is certainly very important to maintain the 

quality of services in computer networks used in critical applications, such as communication 

systems, e-commerce, and healthcare. 

However, although LU decomposition has great potential to improve network performance, its 

implementation in the context of computer networks still requires further research and 

development. Various challenges, such as the enormous scale of the network, the complexity 

of algorithms, and the high need for computing resources, are still obstacles that must be 

overcome. Therefore, this study aims to explore the application of LU decomposition in the 

context of computer networks to identify how this technique can be used to improve overall 

system performance[16]. 

Through this research, it is hoped that more efficient solutions can be found in optimizing 

computer network management, as well as contributing to the development of network 

technology in the future. By integrating LU decomposition into network management 
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algorithms, we can obtain a faster, more efficient, and more reliable system, capable of facing 

the demands of increasingly large and complex data traffic. 

RELATED WORKS 

The use of LU decomposition in the context of computer networks is a relatively new area of 

research, although this method has long been known in various fields, particularly in linear 

algebra for solving linear equation systems. LU decomposition breaks down a matrix into two 

triangular matrices, namely the lower (L) and upper (U) matrices, which are very useful in 

solving linear equations and can be used to speed up calculations in a variety of computing 

applications, including in computer networks [17][18]. 

In recent decades, research in the field of computer networks has focused on optimizing 

performance and efficiency through a variety of mathematical approaches, including the use of 

linear algebra [19]. One of its applications is to accelerate the analysis of data flows in networks 

that involves solving a system of linear equations with large matrices. The same principle can 

be applied to computer networks, where large matrices are used to describe the relationships 

between nodes or data streams. Linear algebra techniques are also widely used in modeling 

traffic flows in computer networks. By using LU decomposition, the process of analyzing and 

optimizing traffic scheduling on complex networks can be accelerated. This contributes to 

reduced latency and increased throughput in the management of data traffic on the network 

[20]. 

Resource allocation is also one of the interesting applications of LU decomposition in computer 

networks [21]. With this approach, resource distribution can be optimized, especially on 

networks with limited capacity. A more efficient and faster resource allocation process can 

reduce the need for high computing in large-scale networks. When it comes to fault detection 

and network fault handling, LU decomposition helps break down large problems into smaller 

sub-problems, so that the process of identifying and counteracting disturbances can be carried 

out faster. This is important to reduce downtime and increase system availability, especially in 

networks with critical applications such as communication systems and financial services [22]. 

Some studies also compare LU decomposition with other methods, such as QR decomposition 

and Singular Value Decomposition (SVD) [23]. In the context of network management, LU 

decomposition shows better performance in terms of compute time and accuracy, especially 

for large-sized matrices, although other methods have advantages in certain cases. However, 

the application of LU decomposition to large-scale and dynamic computer networks, such as 

5G networks and the Internet of Things (IoT)[24], faces challenges such as computational 

complexity and high memory usage. To address this, parallel computing approaches can be 

used to accelerate the LU decomposition process, allowing for more efficient application of 

these techniques [25]. 

LU decomposition has great potential to improve computer network performance through a 

variety of applications, from traffic analysis, resource allocation, to fault detection and routing 

optimization [26]. However, challenges related to scalability and compute complexity still need 

to be overcome for deployment on large-scale and dynamic networks. Further research is 

needed to develop more efficient solutions by utilizing parallel computing and distributed 

computing technologies, so that LU decomposition can be applied to networks of increasing 

scale and complexity. More adaptive algorithm optimization is also an important need to deal 
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with dynamic changes in network structures. In addition, integration with machine learning 

technology can provide great potential in improving the efficiency and accuracy of the 

decomposition process. 

METHODS 

This study proposes the application of LU decomposition to improve computer network 

performance through data processing optimization, resource allocation, and error detection. To 

describe the network, an 𝐴 matrix of 𝑛 ×  𝑛 is used, which represents the relationships between 

nodes. The main problem faced is solving the linear equation system 𝐴. 𝑥 = 𝑏, where 𝑥 is the 

solution vector that describes the flow of data or resources on each node.  

LU decomposition is used to break the matrix into two triangular matrices: 𝐿 (lower triangular) 

and 𝑈 (upper triangular), so that 𝐴 = 𝐿. 𝑈. This decomposition process is carried out using 

Gauss's elimination algorithm, which results in formulas for the elements 𝐿 and U:                                      

                                                       𝑙𝑖𝑗 =
𝑎𝑖𝑗−∑ 𝑙𝑖𝑘𝑢𝑘𝑗

𝑖−1
𝑘=1

𝑢𝑗𝑗
𝑢𝑛𝑡𝑢𝑘 𝑖 > 𝑗 

𝑢𝑖𝑗 = 𝑎𝑖𝑗 − ∑ 𝑙𝑖𝑘𝑢𝑘𝑗  𝑢𝑛𝑡𝑢𝑘 𝑖 ≤ 𝑗

𝑖−1

𝑘=1

 

After obtaining the decomposition, we solve two systems of triangular equations: 

1. 𝐿 ⋅  𝑦 =  𝑏 (advanced substitution for counting 𝑦), 

2. 𝑈. 𝑥 = 𝑦 (backward substitution to count 𝑥). 

The obtained 𝑥 vectors will be used for routing optimization, bandwidth allocation, and 

network load analysis. For large networks, parallel computing is applied to speed up the 

decomposition process, reduce computing time, and improve system performance. With the 

application of LU decomposition, it is expected to improve efficiency in solving complex and 

large network problems. 

 

Figure 1. Optimizing Networks Performance with LU Decomposition 
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RESULT AND DISCUSSION 

In the first experiment, the computational time in solving the linear equation system 𝐴. 𝑥 = 𝑏 

using LU decomposition was compared with other traditional methods, such as direct Gauss 

elimination and iterative methods such as Jacobi and Gauss-Seidel. The experimental results 

show that LU decomposition significantly reduces computation time, especially in networks 

with large matrices. On a network with 100 nodes, the time required to complete a linear 

equation system using LU decomposition is about 30% faster compared to the direct Gauss 

elimination method, and more than 50% faster compared to the iterative method. 

On a network with 500 nodes, the time difference becomes more significant, where LU 

decomposition reduces computation time by up to 60% compared to the direct Gauss method 

and almost 75% faster compared to the iterative method. This suggests that LU decomposition 

is highly efficient in addressing networks on a larger scale, where the use of iterative methods 

or Gauss elimination can be impractical due to long computational times. 

The next experiment focuses on allocating network resources using LU decomposition. We 

tested this application in the context of bandwidth distribution and routing optimization on a 

network with many nodes. In this experiment, the 𝑥 solution vector obtained from LU 

decomposition is used to determine the optimal bandwidth allocation on each node in the 

network. 

Table 1. Comparison of Computational Time for Solving Linear Equation Systems with 

Different Methods 

Number of 

Nodes 

LU 

Decomposition 

(sec) 

Direct Gauss 

Elimination (sec) 

Jacobi 

Iterative 

(sec) 

Gauss-Seidel 

Iterative (sec) 

100 0.70 1.00 1.50 1.60 

500 1.20 3.00 4.50 4.80 

 

The results show that LU decomposition can effectively optimize resource allocation. By using 

LU decomposition, we can determine a more even and more efficient bandwidth distribution, 

which results in reduced latency and increased network throughput. The bandwidth allocated 

using LU decomposition is more optimal compared to the allocation based on traditional 

scheduling algorithms such as round-robin or shortest-path algorithms. This more efficient 

allocation of resources allows the network to cope with larger data traffic without 

compromising the quality of service, which is especially important for latency-sensitive 

applications, such as real-time communications and multimedia applications. 

In fault detection experiments, LU decomposition also demonstrated its ability to accelerate 

the identification and handling of network disturbances. In simulated networks that experience 

disturbances such as packet loss and link interference, LU decomposition allows for faster 

detection of interference compared to other methods. By breaking down the problem into 

smaller sub-problems, LU decomposition can complete the error analysis more efficiently. 

https://doi.org/10.63876/ijtm.v4i2.101


 

87 
https://doi.org/10.63876/ijtm.v4i2.101 

The experimental results show that by using LU decomposition, the time required to detect and 

address interference can be cut by up to 40% compared to traditional error detection methods. 

In addition, in tests to identify interference points in larger networks (with more than 100 

nodes), LU decomposition significantly improves the accuracy of interference detection. Faster 

and more accurate fault detection allows for faster recovery, which in turn improves the 

availability and reliability of network systems. 

For larger networks, we also tested the application of parallel computing in LU decomposition 

to address scalability issues. In this experiment, we use a parallel computing-based approach 

by distributing LU decomposition calculations across multiple processing units (CPUs). The 

results show that the implementation of parallel computing can significantly improve the 

processing speed of LU decomposition, reducing compute time by up to 50% on a network 

with 1000 nodes compared to processing using a single CPU. 

 

Figure 2. LU Decomposition with Parallel Computing (1000 nodes) 

This parallel computing approach also allows LU decomposition to be applied to larger, more 

complex networks, such as 5G or Internet of Things (IoT) networks, where the matrix used is 

very large and requires long computing times. With parallel computing, LU decomposition can 

be applied more efficiently to large-scale networks without sacrificing performance or 

accuracy. 

The results of the experiment show that LU decomposition has great potential in improving 

computer network performance. The use of LU decomposition to solve linear equation systems 

allows data processing to be faster, more efficient, and more accurate in the context of network 

resource management, routing optimization, and error detection. In addition, the application of 

parallel computing techniques improves the scalability of this method, allowing the application 

of LU decomposition on networks with a very large number of nodes. 

Although LU decomposition yielded excellent results in these experiments, there are still 

challenges related to computational complexity on very dynamic and very large networks, such 

as those encountered in 5G or IoT networks. Further research is needed to develop further 

optimization techniques, such as reducing complexity by using approximation techniques, or 

applying more efficient LU decomposition algorithms on a large scale. The application of LU 

decomposition has proven to be effective in improving the efficiency and performance of 

https://doi.org/10.63876/ijtm.v4i2.101


 

88 
https://doi.org/10.63876/ijtm.v4i2.101 

computer networks, and has the potential to be applied to various types of networks, from local 

networks to large networks with high traffic and high complexity. 

CONCLUSION 

This study shows that the application of LU decomposition can significantly improve computer 

network performance, especially in terms of data processing, resource allocation, and error 

detection. LU decomposition offers an efficient solution in solving the linear equation systems 

that emerge in network modeling, reducing computation time substantially, and enabling better 

optimization in data flow management and network resources. The experimental results 

showed that the decomposition of LU was faster compared to traditional methods such as direct 

Gauss elimination and iterative methods, especially in tissues with large matrix sizes. The 

deployment of LU decomposition also provides more optimal resource allocation, increases 

throughput, and reduces network latency. In addition, in fault detection experiments, LU 

decomposition accelerates fault identification and enables faster recovery, which improves 

network availability and reliability. The application of parallel computing in LU decomposition 

improves the scalability of this method, enabling applications on larger and more complex 

networks, such as 5G and IoT networks. Nonetheless, the challenges associated with scalability 

and complexity of computing in highly dynamic and large-scale networks still need to be 

addressed. More research is needed to develop more efficient solutions, including complexity 

reduction techniques and more precise algorithms for networks with very large number of 

nodes. LU decomposition has proven to be a very effective method to improve the efficiency 

of data processing and resource management in computer networks, and has the potential to be 

applied to various types of networks with increasing scale and complexity. 
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